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Background

The Operations(Ops) team uses a Splunk Application to augment their ability to
react and fix the multiple LANL clusters. Splunk is a messages analytic web
application that can take in computer logs and search them for useful info. In this
ever evolving field, it is important for this app to keep up with the new systems,
architecture, and monitoring tools being deployed within HPC.

Data Model Change

One of the benefits of Splunk is the ability to create schemas on the fly. This is
generally beneficial when exploring your data but we found doing this repeatedly
over large data sets caused performance issues. To prevent an overload, a data
model was implemented to store and structure error messages explained in figure
3 . The new data model is modular, which allows for easy changes to the model
when new systems are added or removed. The model also speeds up the search

NVIDIA GPU Monitoring

With new technology comes new problems. Kodiak is a GPU cluster,
however, it was found that some of the GPUs on the system were
staying in a constant throttled state causing jobs to run slow. By running
nvidia-smi to sample stats on Kodiak's compute nodes, we can log this
data into the monitoring infrastructure. Allowing us to alert Ops when this
occurs so they can take appropriate actions. The data also gives another
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Fig. (3) Data flow model for data model.
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Fig. (1): This is the home dashboard the Ops team use on a daily basis

Acknowledge Script

Currently there are two Splunk search heads in production. One is for the general
use of the entire HPC staff, while the second is set aside specifically for the Ops
team. Although the other teams can see what errors occurred, due to the
separation, they do not know what action the Ops team have taken to correct the
errors. To fix this a script was implemented to sync the two databases together.
The script takes the acknowledged events from a local Splunk KV Store, stored in
a MongoDB, and transfers it over to an identical database on the other search
head. This was done in the hopes that it would increase transiency and
communication for the Ops team and cluster admins. A new Splunk cluster is also
being created to improve scalability and to remove the need to sync databases.

Future Work: Statistical Analysis

Syslog

Currently we are testing out new Splunk libraries. Although, it is currently unclear if the new functionality will be implemented into a dashboard. We are using basic statistical
analysis to make simple job and system profiles. The images below show both types of profiles. Figure 4 tabulates the average number of syslog messages the cluster
produces every hour and the second standard deviation. This information can be used to perform regression analysis with a confidence interval of 95%. The next table

compares a single job on one node against the cluster statistics to find outliers. The time charts in figure 5 are Splunk’s equivalent to the regression analysis. The top time chart
Is the number of syslog messages produced every hour and the blue shaded area is the confidence interval.

Cooling Distribution Unit(CDU)

The bottom time chart in figure 5 is the same process but uses data collected from the CDU. With new Splunk Analytic tools we hope to improve the current CDU alerts. The
current alerts often report false alarms caused by intermittent outliers from the sensors, and have difficulties detecting sensor problems vs actual CDU problems. With smarter
CDU monitoring it will be easier for the Ops team to identify problems before any damage happens on the system.
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Fig. (2): example of what the Ops team deal with on a daily basis

Fig. (4): This image depicts the the confidence
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Fig. (5): The time charts are Splunk’s version
of regression analysis applied to syslog
messages(top) and Cooling Distribution
Unit(bottom)
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